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Have you read everything on your car insurance?



Reliability Matters

Autonomous vehicles
- Safety is important

High performance computing
- Long running scientific jobs



Why Focus on Memory? 

• Most of your computer is in fact memory

• The probability of a bit upset is 
proportional to silicon surface area



Large-scale Systems Magnifies Failures

Even though failure rate for each device seems low, the systems 
have millions of devices and failure rates are additive



• Heterogeneous Memory Architectures (HMA) consist of multiple 

memory modules. 

– For example: An HMA system with HBM + DDRx

• Most research on HMAs present only performance trade-offs of 

placing data in one memory over the other

• Heterogeneity in two axes: 1) Reliability and 2) Performance

• We present techniques to balance both axes

Heterogeneous Memory Architecture
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• Faults are underlying cause of a hardware failure
– Permanent Faults For example: consistently wrong value 

returned from memory due to hardware fault (stuck-at 
bit)

– Transient Faults For example: soft errors due to single-
event upsets or voltage droop

• Errors are manifestation of faults
– Errors can be detected and/or corrected. For example 

using error correcting codes (ECC)

Background: Faults vs. Errors



• Failure In Time (FIT) is a measure to quantify 
system reliability

• 1 FIT for large-scale system such as “Cielo”
– 1 FIT per node with 8,944 nodes = Failure every 12.8 years

– 1 FIT per DIMM for 71,552 DIMMs = Failure every 1.6 years

– 1 FIT per DRAM 1,144,832 DRAM chips: Failure every 36 days

• Real FIT rates (FIT rates for components on Cielo) 
– Target socket FIT rate of 1000: failure every 2.3 days

– Target DRAM chip FIT rate of 35: failure every 1 days 

FIT (Failure in Time) 



Heterogeneous Memory Architecture 
(HMA an Example System)

Multicore/G
PUs

HBM
ECC: SEC-DED

L1/L2 Caches

DDR3
ECC: ChipKill
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Conventional off-chip memory

SEC-DED (ECC)
• Single-bit Error Correct Double-bit Error Detect
• Easy to implement
• Loses efficacy with aging [1]
• 4x-8x higher bandwidth than DDR3

ChipKill (ECC)
• Symbol-based correcting code
• Requires distributing data to multiple devices
• ChipKill is 42x more effective than SEC-DED [2]
• Low bandwidth  

[1] M. Gupta et al. Reliability vs. Performance Trade-off Study of Heterogeneous Memory Architectures in MEMESYS16
[2] V. Sridharan et al. A Study of DRAM Failures in the Field in SC12

HMA system shows heterogeneity in not only 
performance but also reliability



Reliability vs. Performance

(1
/F

IT
)

The goal is to operate 
in high-performance 
high-reliability region 



Reliability-aware Data Placement

CPU
/GP

U

(HBM)

Move hot pages to HBM memory

Move vulnerable (“risky”) pages to DDRx memory

Data hotness
Estimate using access counters (WRs+RDs)

Data vulnerability 
How to estimate page vulnerability?
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Data Vulnerability through 
Architectural Vulnerability Factor (AVF) [1]
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[1] S. Mukherjee et al. A Systematic Methodology to Compute the AVF for a High-Performance Microprocessor in MICRO 2003



Data Vulnerability through 
Architectural Vulnerability Factor (AVF) [1]
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Definitions: AVF and SER

AVFMi =              Σ(Vulnerability of a bit)
(Number bits in the structure Mi)

SERMi = Failure ProbabilityMi x (AVFMi)

AVF
Vulnerability 

of the 
structure

Probability of uncorrectable 
hardware fault 

(Device FIT rate)

Scaling it with 
vulnerability 

factor

(risk factor)

Soft Error Rate (SER)
Probability of 

uncorrectable software
visible error



The Goal

CPU
/GP

U

Memory 1 (HBM)
High Bandwidth
Low Reliability

Memory 2 (DDRx)
Low Bandwidth
High Reliability

Hot & low-risk pages Cold & high-risk 
pages

The goal is to find hot & low-risk pages for HBM
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Data (Memory Page) AVF vs. Hotness

Takeaways
1) Hot page could be high- or low-risk, 

i.e., Page hotness and AVF are not 
necessarily correlated

2) Write ratio is a good heuristic for AVF

Is hotness correlated with risk (AVF)?

Hot & low-risk page



Profile-guided Data Placement (One Workload) 

Profile-guided 
placement for high 

performance
Profile-guided 

placement for low 
soft error rate

Heuristic placement for
High performance and 

Low soft error rate

Takeaways

1) There is a nice trade-off 
curve in between IPC 
and SER

1) We have operating 
points with low SER 
and high IPC 

M. Gupta et al. Reliability-aware Data Placement for Heterogeneous Memory Architecture (HPCA18)
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Evaluation Methodology

DRAM Failure Data and Simulation Tools
• Jaguar Cluster [1] with 2.69M DRAM devices
• FaultSim [2] for memory failures and different ECCs
• Ramulator [3] for performance simulations

[1] A Study of DRAM Failures in the Field, Sridharan et al. SC 2012
[2] FaultSim: https://github.com/Prashant-GTech/FaultSim-A-Memory-Reliability-Simulator, Nair et al. TACO 2016 
[3] Ramulator: https://github.com/CMU-SAFARI/ramulator, Kim et al. IEEE CAL 2015

Evaluation and Results
• On homogeneous and mixed 16-core multi-programmed 

workloads created using SPEC2006 benchmarks
• We show IPC and SER for different placements averaged for 

homogenous, mixed, and all workloads

https://github.com/Prashant-GTech/FaultSim-A-Memory-Reliability-Simulator
https://github.com/CMU-SAFARI/ramulator
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AVF-focused 
SER reduction: 5x 

IPC loss: 17%

Top Wr/Rd Heuristic
SER reduction: 1.8x 

IPC loss 8.1%

Top Wr2/Rd Heuristic
SER reduction: 1.6x

IPC loss: 1%

Goal  
Reduce SER to as low as possible 

Keeping IPC as close as possible to performance-focused IPC

Profile-guided Data Placement 



Homogenous vs. Mix Workloads
(AVF-focused)

Mix workload
Large hotness and AVF spans

Page hotness 0 to 6000

Homogenous workload
Small hotness and AVF spans

Page hotness 0 to 700

M. Gupta et al. Reliability-aware Data Placement for Heterogeneous Memory Architecture HPCA18

Hot & low-risk 
pages (1.2GB) Hot & low-risk 

pages (1.6GB)

AVF-focused 
SER reduction: 5x 

IPC loss: 17%



Homogenous vs. Mix Workloads
(Wr2/Rd Heuristic)

Mix workload
Large hotness and AVF spans

Page hotness 0 to 6000

Homogenous workload
Small hotness and AVF spans

Page hotness 0 to 700

Top Wr2/Rd Heuristic
SER reduction: 1.6x

IPC loss: 1%

M. Gupta et al. Reliability-aware Data Placement for Heterogeneous Memory Architecture HPCA18
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Performance-focused 
Dynamic Migration
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Vulnerability-aware Dynamic Migrations
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Reliability-aware Dynamic Migrations [1]

FullCounters [1]
SER reduction: 1.8x 

IPC loss 6%

CrossCounters [1]
SER reduction: 1.5x

IPC loss: 4.9%

Perf-focused migrations using 
FullCounters [2]

- FullCounters for hotness
- One counter per page
- Base case for migrations
- 4.25 MB of counters

Reliability-aware migrations 
using FullCounters [1]

- FullCounters for hotness 
and vulnerability heuristics

- Two counters per page
- 8.5 MB of counters

Reliability-aware migrations 
using CrossCounters [1]

- MEA counters [3] for 
hotness + FullCounters for 
vulnerability heuristics

- 600 KB of counters

[1] M. Gupta et al. “Reliability-aware Data Placement for Heterogeneous Memory Architectures” in HPCA18
[2] M. Meswani et al. “Heterogeneous Memory Architectures: A HW/SW Approach for Mixing Die-staked and Off-package Memories” in HPCA15
[3] A. Prodromou et al. “MemPod: A Clustered Architecture for Efficient and Scalable Migration in Flat Address Space Multi-level Memories” in HPCA17
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Program Annotations 



Summary

Heterogeneous memory architecture are becoming popular

Heterogeneity exists not only in performance, but also in reliability

We discussed techniques to balance both performance and reliability 
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Closer Look (Dynamic Migrations)
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FaultSim

• Fault Simulation can be using 
• analytical model
• Interval-based simulations

• In interval-based simulations, introduces fault in the memory 
Components based on FIT rates, apply ECC and report error rates

• Event-based simulations
• Failure per device happens rarely. Thus, instead of asking random 
number generate if there’s a fault in this interval. One can ask the 
random number generate what’s the timing difference between 
the next interval. 



A Study of DRAM Failures in the Field SC 2012

• More than 2000 DRAM devices experience a single fault
• Logging using x86 Machine-check registers to log corrected and uncorrected errors
• 250K errors (corrected + uncorrected) per month. 6.6 errors per node per month
• Transient vs. Permanent separation. Using scrubbing interval 



High Bandwidth Memory (HBM) [1]

[1] Advanced Microelectronic Devices (AMD Inc.)

Conventional DDR Memory High Bandwidth Memory (HBM)


